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Objectives 

a) Provide comprehensive descriptive analysis. 

b) Perform correlation analysis between variables and provide conclusions. 

c) Establish reasons for insurance payment increase and decrease by developing a regression 

model and test this model.  

d) Establish what affects claim rates so as to decide the right premiums for a certain set of 

situations. Develop an appropriate regression model and test it. 

e) The company is planning to extend their coverage over a few more cities/areas in near 

future and would like to predict their payments and number of claims. The below scenarios 

have been given to get an idea of the future. 

Case 1: Vittangi (A small city in the north), 8500 km travel per year, Bonus for 2 

years, type 3 cars with 4621 insured amount. 

Case 2: Halmstad and outskirt, type 9 cars with average 12500 km travel per year, no 

claim bonus, average 9500 insured amount 

Case 3: Uppsala (A large city), average 22300 km travel per year, estimation between 

17500 to 25416 insured amount, type 3 car, 4 years bonus. 
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Objective A 

Descriptive Analysis 
Check for any missing values to ensure the dataset is complete, no missing values in this case.  

 

 

The below descriptive analysis performed by using the “summary” function in R and shows the central tendency measures 

of different variables in the motor insurance dataset.  

  

 

 

Change the categorical values to factors, as per the below screenshot. 

 

 

 

 

 

I have used the pastecs package to see further descriptive analysis that shows different measures of dispersion such as 

range, variance, and standard deviation.  

 

 

 

 

 

 

Visualising the Data 

Histograms 
The descriptive analysis told us that all of these continuous variables have very low third quartile values which shows that 

the data is clustered heavily around the left tail (positively skewed). The fact that the mean value is higher than Q3 for all 

of these continuous variables shows that all three have high value outliers that are impacting the mean insured years, 

claims per year and total payments (SEK) – as shown in the histograms below.  

 

 

 

 

 

Bar Charts 
Kilometres vs 

Claims & Payment 
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• Customers who travelled between 1,000-1,500 kilometres per year have the highest number of insurance claims 

and insurance payments and those who travelled greater than 25,000 kilometres have the least number of claims 

and lowest value of insurance payments. 

  

 

Zone vs Claims & Payment  

• The mean number of claims and payments are greatest in rural areas in southern Sweden and lowest in Gotland.  

• It is to be expected that the Zone with the greatest number of claims would also have the highest value of 

payments and vice versa. 

 

Box Plots  
• Customers with 8 years no claims (category 7) have the largest range of claims made by customers, and also the 

highest average/mean.  

• Customers who drive a category 9 car are most likely to make a claim on their insurance policy.  
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Objective B 
Correlation Analysis 
The below tables shows the correlation between different variables using Pearson’s method. Payment and Claims have the 

strongest relationship with a positive correlation of 99.54%. Therefore, we can conclude that the number of claims has the 

biggest impact of the total value of payments (SEK). Payment and Insured have the second strongest relationship with a 

positive correlation of 93.32, and we can therefore state that the number of insured in policy -years has the next biggest 

impact on the total value of payments (SEK).  

The general rule of thumb is anything with over 50% correlation is strong, so it is clear that 99.54% and 93.32% correlation 

signal very strong positive relationships i.e., when one variable increases, so does the other.  

  

We can also see from the scatter graph below that “Payments vs Claims” and “Payments vs Insured” have a linear 

relationship, which graphically displays the strong positive correlation between these variables.  
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Objective C 
Dependent Variable: Payment 

Independent Variable: Kilometres, Zone, Bonus, Make, Insured and Claims 

P-Values 
All of the p-values (independent vs dependent variable) are < 0.05 which shows that the correlation with the outcome is 

significant and that the null hypothesis is false or should be rejected. 

 

 

 

 

Correlation 
We need to take a look at multicollinearity before we develop a regression model. A very strong correlation of 0.91 

between independent variables Insured and Claims which is a problem because independent variables should be 

independent. Because the degree of correlation between these variables is high, it can cause problems when we fit the 

model and interpret the results. 

Developing Model 

Stepwise Regression – Both Ways 
• Tables below show stepwise regression (both ways) when excluding claims and insured variables respectively:  

 

 

Model lm(Payment ~ Claims + Make + Bonus + Zone + Kilometres, data = Data) has a higher R-Square, Adj R-Square and 

lower AIC which suggests a better fit thus will be the model to test. 
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Testing the Model 
 lm(Payment ~ Claims + Make + Bonus + Zone + Kilometres, data = Data) 

 

• R-Squared value for model is 99.1% meaning that this model nearly explains all the variation in the response 

variable around its mean.  

• The problem with R-Squared is that this value will always increase with the more variables you add to it.  

• AIC penalises the model for having more variables. The lower the AIC the better the model fits, therefore if we 

remove either the Insured or Claims variable due to multicollinearity it would appear as though a model 

excluding the “Insured” variable is a better fit. 

• T-values have a score greater 2 or less than -2, which shows that we have confidence in these variables as 

predictors.  

• F-statistic: 14.74 on 4 and 661 DF, p-value: 1.541e-11 

Multicollinearity 
• We have already removed one variable due to 

multicollinearity which was established from very high 

correlation between independent variables.  

• Test for any further multicollinearity by measuring the 

Variance Inflation Factor (VIF). 

• The graph shows that all 5 variables have a VIF score of ~ 

1, and the mean of all 5 variables is 1.04. 

• Therefore, there is no multicollinearity issue with this 

model. 

 

Residuals 
• 70 cases (3.2%) lie 

outside the limits of 1.96 and -1.96 

• 48 cases (2.2%) lie outside the limits of 2.58 and -2.58 

• 33 cases (1.5%) lie outside the limits of 3.29 and -3.29 

• Model is normally distributed as 96.8% of our data is within 1.96 standard 

deviations from the mean. 
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Influential Cases – Cooks Distance 
 

 

 

• Three influential cases with a Cook’s distance of greater than 1 i.e., points that are negatively affecting the 

regression model.  

• I have decided not to remove these outliers from the data due to the small number of cases (3).  

 

 

 

 

 

 

 

 

Conclusion 
From testing model “lm(Payment ~ Claims + Make + Bonus + Zone + Kilometres, data = Data)” we have identified the 

variables that have an impact on the dependent variable (Payment).  The testing completed has allowed me to make the 

conclusion that this model is a good fit.  

The estimate or B values in the model summary table below tells us the degree to what a change in each predictor will 

impact the dependent variable. The b-values tell us how much the Payment will increase/decrease with as the predictor 

variables increase by one unit. This here answers the question in regard to the reasons for insurance payment increase and 

decrease.  
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Objective D 
Dependent Variable: Claims 

Independent Variable: Kilometres, Zone, Bonus, Make, Insured  

Note: payment variable is not considered here.  

P-Values 
All of the p-values shown below (independent variables vs “Claims” variables) are < 0.05 which shows that the correlation 

with the outcome is significant and that the null hypothesis is false or should be rejected. 

 

 

 

 

Correlation 
All Independent variables appear to be independent because the degree of correlation between these variables is low as 

shown in the correlation matrix below. Therefore, there is no need to remove any variables from the model. 

 

 

 

 

 

Developing Model 
lm(Claims ~ Insured + Make + Bonus + Zone + Kilometres, data = Data) 

Stepwise Regression – Both Ways 
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Testing the Model 
 

 

 

 

 

 

 

 

 

• Adjusted R-Squared - explains 84.21% of the variation in the response variable around its mean. This is a very 

high number an indicates a good fitting model.  

• T-Value - we can see from the table above, that all t-values have a score greater 2 or less than -2, which shows 

that we have confidence in these variables as predictors. 

 

Multicollinearity 
There is no multicollinearity in this model as we can see from the graph/table below as the VIF scores are all around 1 

which indicates no multicollinearity. 

 

 

Residuals 
• 48 cases (2.2%) lie outside the limits of 1.96 and -1.96 

• 34 cases (1.6%) lie outside the limits of 2.58 and -2.58 

• 27 cases (1.2%) lie outside the limits of 3.29 and -3.29 

• From this information we can determine that our model is normally 

distributed as 97.8% of our data is within 1.96 standard deviations from the 

mean. 
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Influential Cases - Cooks Distance 
Only two variables with a Cooks distance score of greater than 1, and I have therefore decided not to remove these from 

the population due to the small number. 

 

Conclusion 
From the summary of model “lm(Claims ~ Insured + Make + Bonus + Zone + Kilometres, data = Data) shown below, we can 

see the b-values which helps us understand what affects the claim rates. It is clear that a unit change in the Insured and 

Make predictors have a positive impact the number of claims. However, Bonus, Zone and Kilometres all have negative b-

values and thus each unit change in these predictor variables have a negative impact on the number of claims.   
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Objective E 

Case Interpretation 
Case # Kilometres Zone Bonus Make Insured 

1 2 5 3 3                               4,621  

2 2 3 1 9                               9,500  

3A 4 2 5 3                             17,500  

3B 4 2 5 3                             25,416  

 

Plug in values to regression models (below) developed in part C & D using case interpretation numbers and respective b-

values established from the regression analysis.  

Predicted Claim Regression Model 

lm(Claims ~ Insured + Make + Bonus + Zone + Kilometres, data = Data) 

Predicted Payment Regression Model 

lm(Payment ~ Claims + Make + Bonus + Zone + Kilometres, data = Data 

Case 1 Interpretation 
Claim Predicted Value 

37.123 + (0.032 * 4621) + (6.773 * 3) + (-4.247 * 3) + (-6.292 * 5) + (-3.964 * 2) = 153 

Payment Predicted Value  

-52209.42 + (5036.73 * 153) + (-3653.30 * 3) + (6557.21 * 3) + (6009.06 * 5) + (5370.36 * 2) = 767,908 

 

Case 2 Interpretation  
Claim Predicted Value 

37.123 + (0.032 * 9500) + (6.773 * 9) + (-4.247 * 1) + (-6.292 * 3) + (-3.964 * 2) = 371 

Payment Predicted Value   

-52209.42 + (5036.73 * 371) + (-3653.30 * 9) + (6557.21 * 1) + (6009.06 * 3) + (5370.36 * 2) = 1,818,863 

 

Case 3A Interpretation 
Claim Predicted Value  

37.123 + (0.032 * 17500) + (6.773 * 3) – (4.247 * 5) –(6.292 * 2) – (3.964 * 4) = 568 

Payment Predicted Value 

-52209.42 + (5036.73 * 567) + (-3653.30 * 3) + (6557.21 * 5) + (6009.06 * 2) + (5370.36 * 4) = 2,863,979 
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Case 3B Interpretation 
Claim Predicted Value  

37.123 + (0.032 * 25416) + (6.773 * 3) – (4.247 * 5) –(6.292 * 2) – (3.964 * 4) = 821 

Payment Predicted Value 

-52209.42 + (5036.73 * 567) + (-3653.30 * 3) + (6557.21 * 5) + (6009.06 * 2) + (5370.36 * 4) = 4,138,272 

 

Case Results 
The below table shows the prediction for claims and payments for the 3 given scenarios: 

Case # Claims Payment 

1 153      767,908.00  

2 371   1,818,863.00  

3A 568   2,863,979.00  

3B 821   4,138,272.00  

 


